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In conventional Information Retrieval (IR), the systems are based on words (actually 
stems of words) to measure the similarity of documents against the user’s information 
needs. There are also some approaches that extend the model to permit also the use of 
phrases for expressing the user’s information needs. The primary question arising of the 
introduction of phrases is “what is a phrase?” (what we define as a phrase). A second 
question is how the phrases can be evaluated together with other (simple) words that 
compose the user’s questions (information needs). More considerable, in our opinion, is 
the investigation of other usages that phrases can have in other research domains, 
related with the IR. It is also interesting to investigate the usage of phrases in IR related 
research domains for applications in Science, Economy, Society and Education. We 
have elaborated the usage of phrases in document classification and we have got 
notably promising results. In this paper, we introduce an extension of the mathematical 
model of similarity, in order to measure the document versus question’s (information 
need’s) relevance when questions can be composed by simple words together with 
phrases. Following, we present the results of our research in the automatic document 
classification, based exclusively on (automatically selected) phrases. Our, last, 
contribution in this paper is a conjecture about the way that phrases can be exploited for 
computer assisted free-text-answers assessment. 
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1. Introduction 

Information Retrieval Systems (Kowalski G., 1997) have been used for the retrieval 
of documents / information relevant to a submitted query. The queries are submitted 
either in Natural Language or in a Command Language. Modern Information 
Retrieval systems (Karanikolas N.N., 2007b) usually present the retrieved 
documents in decreasing order according to their similarity to the submitted query.  
The text classification/categorization is the task of assigning an electronic document 
to one or more categories (classes), based on its contents. In most cases, text 
classification is based in some classification function that maps documents to 
classes. In order to generate the classification function (classifier), we usually apply 
some supervised learning methodology. The input to the supervised learning 
method is a training set (a collection of pre-classified, by some external mechanism, 
documents) and a fixed set of classes (categories) and the output is the 
classification function. The external mechanism that assigns classes (labels) to the 
training set documents is named “labeling”. 



Computer-Assisted Assessment (CAA) of the student essays or the assessment of 
free text answers to questions is an interesting and recently developing domain. 
The Natural Language Processing research community has given attention to this 
long-standing problem. There are some intelligent approaches that include some 
kind of understanding (of the organization, sentence structure and content) of free 
text documents (Burstein J. et al, 2001), some pattern-matching techniques (Ming 
P.Y. et al, 2000) and some Latent Semantic Analysis based approaches (Laham D., 
2000; Landauer T. K. et al, 2000). 
So far in the Information Retrieval field, the similarity of documents against a user 
submitted query (that expresses the information needs) is based on tf – idf (term 
frequency – inverse document frequency) calculations. Terms are (usually) stems of 
words existing in the document collections. However, the replacement of terms by 
phrases (n-word adjacent sequences) can improve the system’s efficiency 
(increased precision for the same recall). Next (second) section presents some 
similarity measure that combines single word terms and phrases.  
The learning methodology of a classification system involves a stage that identifies 
relevant textual characteristics in the documents of the training set and a learning 
stage in which these characteristics are associated with class labels. The relevant 
textual characteristics can be structural items, words and phrases. Thus, in case 
that the classification system is based on phrases, a question arises: which are the 
relevant phrases to discriminate between classes? This and other similar questions 
are answered in the third section of this paper. 
One of the proposed classification solutions mines (learns) the average class 
documents. Based on this feature, computer assisted assessment of a free text 
answer can be decomposed to a number of similarity measurements. For example, 
if we have a number of questions (classes), a number of positive (correct) answers 
for each class (question) and a number of negative (incorrect) answers for each 
class then we can mine two average class documents (“positive average class 
document” and “negative average class document”) for each class. Consequently, 
the assessment of a given answer for a given question (class) can be decomposed 
to a) the similarity of the assessed answer with the positive average class document 
of the given question, b) the average similarity of the assessed answer with all 
positive average class documents of the rest questions (classes) and c) the 
similarity of the assessed answer with the negative average class document of the 
given question.  

2. Relevance ranking based on phrases 

The problem of similarity for a document against a submitted query, also known as 
Document versus Query similarity or nearest neighbors has been the field of 
continuing research for more than 20 years (Smeaton A.F. & van Reijsbergen C.J., 
1981). Many similarity functions / measures and algorithms eliminating the query-
document comparisons have been proposed (Bentley J.L. et al, 1980; Lucarella D., 
1988; Borlund & Ingweren, 1998).  
In the popular Vector Space Model (VSM) a data set of n unique terms is specified, 
called the index terms (or keywords) of the document collection, and every 
document can be represented by a vector: 
(T1, T2, …, Tn) 



where Ti=1,  if the index term i is present in the document, and 0 otherwise.  
A query can be represented in the same manner. The document and query vectors 
can be envisioned as an n-dimensional vector space. A vector matching operation, 
based on the cosine correlation used to measure the cosine of the angle between 
vectors, can be used to compute the similarity. Hence, the following equation 
(Lucarella D., 1988) gives us a well-known method to measure the similarity of 
document Di against query Q: 
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where n is the number of index terms used in the collection, tij is the weight of term j 
in document Di and qj is the weight of term j in the query. 
The following two equations can be used to measure the terms tij and qj: 
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where Fij is the frequency of term j in document Di, maxFi is the maximum 
frequency of the terms in document Di, N is the number of documents in the 
collection and DOCFREQj is the number of documents that include the index term j. 
According to (1) some kind of the “document length” is given by: 
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We have introduced (Karanikolas N.N., 2007a) an alternative calculation of the 
“document length”: 
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This, later calculation of the “document length”, resolves the problem of 
“preference” to short documents against longer ones that otherwise is present. 
So far we have not considered the use of phrases for the calculation of Document 
versus Query similarity. For the exploitation of phrases we suggest the following 
contribution of each phrase in the nominator of equation (1): 
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This is the calculation of a phrase’s contribution and replaces ijjtq  (the contribution 
used otherwise – for simple query words). The following are the new terms 
introduced by (6): 
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- iFmax  is the maximum frequency of simple term (not phrase) appearance in 
document i 

- }..{ ΔΑiF  is the frequency of the phrase {Α..Δ} in document i 

- c  and b  are constants determining what is the contribution of the phrase and 
what is the contribution of the phrase constituents (words). 

For the denominator of equation (1), the calculation of LDi remains unchanged. 
However, for the calculation of LQ, its calculation considers simple terms ( jq ) and 
phrases ( }..{ ΔΑq ) and none of the phrase constituents ( xq  where }..{ ΔΑ∈x ). 

In other words, every phrase (compound term) of the query is taken as a simple 
term but with increased weight. The standard weight is given by: 
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and the increased weight result by the add up of: 
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Our motivation for using increased weightiness is double: 
- The documents that contain the query phrase (compound term) gain a heavy 

bounty. 
- The documents that do not contain the query phrase but contain some of the 

phrase constituents (words) gain some (less heavy) bounty. (In this way the 
documents that include only phrase constituents appear at the end of the results 
list.) 

It remains to explain which is the role of the parameters c  and B  and how this 
parameters can be configured. The parameter c  determines the contribution of the 
phrase (as an unbreakable whole). The parameter B  determines which is the 
contribution of each of the phrase constituents (words). Although parameter B  is a 
necessary part of (6), it is not of interest to the user. The user should be able to 
determine what is the contribution of all phrase constituents (words). This 
contribution is determined by the parameter b . The parameter B  results as a 
division with nominator the parameter b  and denominator the number of words that 
constitute the phrase. 



The user’s intervention can be based on two handlers. First handler should define 
what is “the weight of a phrase against the weight of a simple term”. This handler 
determines the sum of parameters c  and b . The second handler should define 
what is “the constituents’ contribution in the weight of phrase”. This second handler 
determines the value of ( )bcb + . For example if the user defines that “the weight of 
a phrase against the weight of a simple term” is 1.32 and “the constituents’ 
contribution in the weight of phrase” is 0.25, then (c+b)=1.32 and (b/(c+b))=0.25. 
Consequently, b=0.33 and c=0.99. 
The range of values of the first handler (“the weight of a phrase against the weight 
of a simple term”), in our opinion, should be from 1.0 to 3.0. The range of values of 
the second handler (“the constituents’ contribution in the weight of phrase”), in our 
opinion, should be from 0.0 to 0.5. These ranges are not definite but they can be 
used as a first approach. 

3. Classification based on phrases 

Phrases can be used as features of texts and based on their existence (or not) to 
mine text classification rules (Karanikolas N.N. and Skourlas C., 2002; Karanikolas 
N.N. et al, 2003). A significant factor for the success of the mined classification 
rules is the appropriate selection of phrases. In other words, we should be able to 
select only the phrases that are able to discriminate between classes. We call this 
set of phrases (that we use to discriminate between classes) “Authority List”. In our 
research, we have concluded to the following rule for extracting the Authority List 
(Karanikolas N. N. and Skourlas C., 2004): 

Given a collection of documents subdivided into classes and a window 
width, find all key-phrases that occur frequently enough in one or few 
classes but do not occur frequently enough in other classes. A key-
phrase is considered as existent in a document if all of its constituents 
(words) occur in the document, in the same order as in the key-phrase, 
and the distance of the first to the last constituent (word) in the document 
is not greater than the window width. 

So far, we have introduced two methods for classifying new unclassified documents 
(Karanikolas N. N. and Skourlas C., 2005; Karanikolas N. N. and Skourlas C., 
2006). The first one is based on the similarity of the new document with the 
“Average class document” (mined through the training phase) of each class. The 
second method (“All documents”) uses the similarity of the new document with 
every document in the training set in order to calculate the average similarity of the 
new document with each class. The second method has slightly better results than 
the first one but it is more expensive in computer power. 

4. Text assessment based on phrases 

The similarity of a new document (a provided answer by some student in an 
examination) with a given class (the question for which the user provides the 
answer) and the similarities of the new document (answer) with all other classes 
(the rest questions in the pool of questions) can constitute two (2) features for the 
evaluation (estimation) if the given answer (the new document) is a correct answer 
for the given question (class). These two (2) features are calculated on the strength 
of the positive instances (correct answers) of the training set. The similarity of a 



new document (answer) with any class (any question) can be based either in the 
“Average class document” method or in the “All documents” method (see previous 
section for these methods). 
In order to exploit (turn to advantage) the negative instances of classes (wrong 
answers given for the questions) we can do the following: 
1. create the global Authority List by using only the positive instances (correct 

answers) of the training set. As a side effect, for each class, it is created the 
class specific Authority sub-List (the subset of phrases of the global Authority 
List that occur frequently enough in the class documents – from now on 
Class_AL_Valid) 

2. create the global Authority List by using both positive and negative instances 
(correct and incorrect answers) of the training set. The created, as a side effect, 
class specific Authority sub-Lists contain phrases from both positive and 
negative (All) instances of the corresponding class (from now on Class_AL_All) 

3. Make a loop over the classes and for the examined each time class, make a 
“subtraction” (between Class_AL_All and Class_AL_Valid) in order to find the 
key-phrases that characterize only the negative instances of the class (from now 
on Class_AL_Invalid) 

In this way, the features that are used for the calculation of the overall similarity of a 
new document (provided answer) against a class (question for which the answer is 
provided) are increased to the following three (the last feature is the newer one): 
- simple similarity of the new document with the class (this feature works positively 

for the overall similarity), 
- average similarity of the new document with the rest classes (this feature works 

negatively for the overall similarity), 
- calculation (with the “Average class document” method) of the simple similarity 

of the new document with the Class_AL_Invalid of the question (this feature 
works negatively for the overall similarity). 

5. Conclusions 

We have considered ways to incorporate phrases (sequences of words) to the 
methods used in Natural Language Processing (NLP) systems. We have 
considered the use of phrases in conventional Information Retrieval (IR), Text 
Classification and Free-text answer assessment. We have given emphasis to the 
use of phrases in IR systems, because this is our main contribution in this paper. 
The main aspect we have considered is how phrases can be evaluated together 
with other (simple) words that compose the user’s questions (information needs). 
We have also briefly discussed the usage of phrases for text classification. For 
more details about phrases and text classification, the interested reader can consult 
our previous work (see references provided in the relevant section of paper). For 
the third sub-domain of NLP that we have considered (Free-text answer 
assessment) we have presented our suggestions for promising features that can be 
used for judging if an answer is a correct answer for a given question. These 
features constitute our conjecture and have not evaluated yet. 
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